US009166724B2

a2 United States Patent 10) Patent No.: US 9,166,724 B2
Yamashita 45) Date of Patent: Oct. 20, 2015
(54) OPTICAL NETWORK AND OPTICAL PATH (56) References Cited

SETUP METHOD

(75) Inventor: Shinji Yamashita, Kawasaki (JP)

(73) Assignee: FUJITSU LIMITED, Kawasaki (JP)
(*) Notice: Subject to any disclaimer, the term of this

patent is extended or adjusted under 35
U.S.C. 154(b) by 764 days.

(21) Appl. No.: 13/471,767

(22) Filed: May 15, 2012

(65) Prior Publication Data
US 2013/0022352 Al Jan. 24, 2013

(30) Foreign Application Priority Data

Jul. 21,2011 (IP) coovooeeeeeeeeeeeeees 2011-159674
(51) Int.CL

HO47 14/00

HO47 14/02
(52) US.CL

CPC ......... HO4J 14/0212 (2013.01); H04J 14/0257

(2013.01); H04J 14/0267 (2013.01); HO4.J

14/0283 (2013.01)

(2006.01)
(2006.01)

(58) Field of Classification Search

CPC . HO04J 14/0212; HO4J 14/021; HO4T 14/0213;
HO04J 14/0205; HO04J 14/0241; HO04J 14/0201,
HO04J 14/0257;, HO04J 14/0228; HO04J 14/0268,;
HO04J 14/0227; HO04J 14/0284; HO04Q
2011/0018; HO04Q 11/0005; HO04Q 2011/0009;
HO04Q 2011/0016; H04Q 2011/0052; HO4Q
2011/0039; H04Q 2011/0024; H04Q
2011/003; HO4L 49/153
USPC ..cvvvieciene 398/45, 48-51, 54-57, 69, 83,
398/135-139, 140

See application file for complete search history.

U.S. PATENT DOCUMENTS

4,873,681 A * 10/1989 Arthursetal. ............ 398/51
5,777,761 A * 7/1998 Fee ............ 398/7
7,298,974 B2* 11/2007 Tanobe et al. ... 398/63
7,570,844 B2* 82009 Handelman ................ 385/14

(Continued)

FOREIGN PATENT DOCUMENTS

Jp 2001-060922 3/2001
Jp 2001-346235 12/2001
(Continued)
OTHER PUBLICATIONS

JPOA—Office Action of Japanese Patent Application No. 2011-
159674 dated Jun. 2, 2015, with English translation of the relevant
part, p. 1 line 27 to p. 2 line 6 of the Office Action.

Primary Examiner — Hibret Woldekidan
(74) Attorney, Agent, or Firm — Fujitsu Patent Center

(57) ABSTRACT

An optical network includes: an optical switch; a plurality of
optical interface devices provided respectively for a plurality
of'servers and connected to the optical switch; and a manager
to manage communication traffic of the plurality of servers.
Each of the optical interface devices includes a fixed-wave-
length optical transmitter and a wavelength tunable optical
transmitter. A first optical path is set up via the optical switch
by using the fixed-wavelength optical transmitters of the plu-
rality of optical interface devices. The manager identifies first
and second optical interface devices from among the plurality
of optical interface devices in accordance with the commu-
nication traffic of the plurality of servers. A second optical
path is set up between the first and second optical interface
devices via the optical switch by using the wavelength tunable
optical transmitters of the first and second optical interface
devices.

9 Claims, 15 Drawing Sheets

P1(in) P1{out)

P2(in)

OPTICAL SWITCH (AWG)
P2 (out)

P8 (in) P8 {out)

3-1
P/ B W

¥
¥
i
]
]
3
1]
; 13
| YE
;[Tx Ex i
L 2

]

N RS S -

5} VIRTUAL SWITCH {

1

1

1

) () (0] L

if 1
1

e o b

AR

4

g~ TRAFFIC NONITOR || MANAGER SYSTEM |~5




US 9,166,724 B2
Page 2

(56) References Cited
U.S. PATENT DOCUMENTS

8,630,541 B2* 1/2014 Kawasaki ... 398/69

2002/0015551 Al* 2/2002 Tsuyama et al. .. 385/17
2002/0197007 Al* 12/2002 Liu .. 38524
2005/0207756 Al* 9/2005 Tanaka et al. .. 398/85
2012/0008945 Al* 1/2012 Singlaetal. ............. 398/49

2012/0076496 Al*
2013/0236169 Al*

3/2012 Yamashita .............c....... 398/68
9/2013 Gaudette et al. ................ 398/25

FOREIGN PATENT DOCUMENTS

JP 2002-101432
WO WO-2004/073225 Al

4/2002
8/2004

* cited by examiner



US 9,166,724 B2

Sheet 1 of 15

Oct. 20, 2015

U.S. Patent

L 914
g
Id
}
| T WSS
pog——i 4INYIS YIS p_g SYINIS OL & - ounvn
a 4/1 41 e
. P& WOLdO | | WOLLdD [TTEC SHINIS WO0Hd : mmwﬁmwﬁ
59 &t | | . -t 29 1
f { (3n0)pd (U1)pd (AN0)ed (U1)Ed { (
4/1 o (U144 {(3n0) 2d /1
SIS o110 —— anoy g (1) 2] 01140 | NS
, 4/1 ¢ U1)ad {3n0) 14 4/1 ,
NS | 3yt 10 | L anojag 1) 14| 1o | HIRS
! i (U1)[d (300) /d (u1)8d (310) 84 1 ]
99 o€ | ] e 19
o 9o
=277 W01 1d0 Wolido |~ 8¢
Jg | ¥INIS YINYIS Pgeg




U.S. Patent Oct. 20, 2015 Sheet 2 of 15 US 9,166,724 B2

Qutl | Out2 | Outd | Outd | Outd | Out6 | Qut? | Out8
Int [ , AT A8 Al Az A3 Ad Ab
In2 AT Al A2 A3 A4 Ab A6
In3 A8 Al A3 Ad Ab AB AT
Ind AT A2 A3 A5 AB AT A8
Inb A2 A3 A4 A5 Al A8 Al
In6 A3 Ad A5 AB AT Al A2
In7 Ad Ab A6 A7 A8 Al A3
In8 Ab A6 AT A8 Al A2 A3

FI1G. 2



US 9,166,724 B2

Sheet 3 of 15

Oct. 20, 2015

e 914

g WALSAS HIOVNVH < HOLINOW O14dvil —~¥
% » »

1
1
i

_mw>mwmm [EHA| _N@>_ LA

HOLIAS VRLYIA HOLIMS VRLYIA

i
i
H
H
ﬂ.h i L ¥
l
H
i
H

i
i
m HOLIMS TIVALEIA

[ o et s s S 2 e S s A s R R R S e e
55 TR NN N N N 2% VNN NS WS TS NN NS BN N N O S
Lzl oelGecl il k 1 Le 9z1821c) 1| Le sese gLl |
i .y - =y ! ; ] ol - i oy by o £ ol ~ - )
X1y gl xa ey R IRRTIREHIR TY] RESRRRTRRNRE P I RPN RN IR FT] SRR REA]
; \ A 1 6 . ¥ v
v e | vl | e e e
Y P - D ees | pA S Tz, L |
- $ i $ i i
VI j VIR B A , )
| i M D L P . m
- I i I 7 P 7 T
X4 7l | n yl L2 yl
\\.‘..\.\H\x §§§§§§§§§§§§§§§§§§§ \\.‘W}H_.i.(;; iiiiiiiiiiiiiiiiii I RS he iii\\ﬂh‘
8-¢ i€ i~
(In0yed  (u1)gd (1n%)zd (1 (1N0y 14 (u1) |d

{(SMY) HOLIMS WO11d0

U.S. Patent



U.S. Patent Oct. 20, 2015 Sheet 4 of 15 US 9,166,724 B2

31y A5
AT~ —{OPTICAL € N
et N
{}PH’CAL 7 1’5 |OPTICAL
‘ I/F I/F
AT A3
74{ \ N/
2/ fa TNt
OPTICAL OPTICAL
1/F I/F
{ T
N At/ 4
PR ek 3 7L
A3 \{\ C YA
OPTICAL| . 2.7 |OPTICAL
[/F ) ?v I/F
- Qj;tam [CAL g
4 RSO N
s / }
3 5 A7 S
FIXED
WAVELENGTH
PATH

FI1G. 4



U.S. Patent Oct. 20, 2015 Sheet 5 of 15 US 9,166,724 B2

SOURCE DESTINATION | BANDWIDTH PRIORITY »+»
VNS Y1 10
Vb VMZ 0
Vb YM3 0
VN VMg 100
Vb VM9 0
VNG VM1 10
VM8 VM1 10
VS YM2 0
VS VM3 0
VM8 VM5 50
VM8 VM6 10
VN9 VM1 0

F1G. 5



U.S. Patent Oct. 20, 2015 Sheet 6 of 15 US 9,166,724 B2

Vi1

VM2

VM3
SE%VER

8 AN

3T,

6-2 ) {OPTICAL e _ 6-8
o "z o VI S e ’
S OPTICAL ﬁ<5 OPTICAL
[/F ke {‘ 1/F

SERVER | /1, Y : \<\\ SERVER

6-3 3-3 /] AB 3-7 6

e SHORT cér PATH AR
HORT-Cl

\OPTIGALY (wAVELENGTH TUNABLE paTH)  |OPTICALL

server || P VF 1) server
\ & /4
A\ /7
AN Y
OPTICAL OPTICAL
‘ I/F I/F
SERVER - o SERVER
- e S OPTICAL 14 :
64 34 >IF -""\Q\ 3-6 6-6
35 e L
FIXED
65— WAVELENGTH
SERVER PATH

F1G. 6



U.S. Patent

Oct. 20, 2015 Sheet 7 of 15

45 ]

US 9,166,724 B2

DATA MEMORY

.42

| o

43|

GPU

MEMORY

a8

INPUT-QUTPUT
UNIT

PROGRAM

4

F1G. 7

o



US 9,166,724 B2

Sheet 8 of 15

Oct. 20, 2015

U.S. Patent

8 ©id
g
Ww £l ¢l rw
m { (
q @ A 43 TI04.LNOD
WATIORE | | MIAIOW | | WIATDON HLONZ AV
WD11d0 W1 1d0 WOI11d0 _
e 92" 577 AR
a7
TIa¥NNL - -
G | 167 | 157 |
HATI04LNOD LEIIE LETIE RENIE HOLYINGOW || |} OLYINGOW || || ¥0LYINGOW
HIONZTIAVM > TI9VNAL | [HIDNITIAVM  |HIDNZTIAVM O11d0 Wo11d0 WO11d0
ONISSYd | |HIDNZTIAVA SEVE SEE 7 v e
gs 28 28
957 yz £z A2
Y3LLIS V01 1d0 431dN0o WH11do
7 ) : 71

(2 HOLIMS "WO11d0 WOHL

WNBIS WOlld

(¢ HOLIMS ¥311d0 o1)
YNDIS WO11d0




U.S. Patent Oct. 20, 2015 Sheet 9 of 15 US 9,166,724 B2

LOCATE VIRTUAL MACHINES |~

Bl
e

¥

MONITOR TRAFFIC 82
OF VIRTUAL MACHINES

N

N
“VIRTUAL NACHINE
—FAIR HAVING TRAFFIC SATISFYING~—_ Mo |
\»\“\\\ SPECIFIED CONDITION
. IS DETECTED?

‘“—-‘\"'\-.,

S

véEIA
.
77 DETECTED e
77 PAIROF VIRTUAL ™~
77 WACHINES ARE INPLEMENTED ON > Mo
.. SERVERS SEPARATED FRON -
. EACH OTHER BY THO OR MORE .

o HOPS? -

~ =
S -~

-~ -
~. -~

~
~ -~

. -

N

Yesi

SET UP SHORT-CUT PATH |~

FI1G. 9



U.S. Patent

62

63 .

Oct. 20, 2015 Sheet 10 of 15
64|
CPU 61
\
\
MEMORY
PROGRAM
INPUT-OUTPUT
UNIT
FI1G., 10

US 9,166,724 B2



U.S. Patent

Oct. 20, 2015

Sheet 11 of 1

5

(" START )

St

LOCATE VIRTUAL
MACHINES

»

tﬁl
¥

S12.

Snm)

MONITOR TRAFFIC
OF VIRTUAL
MACHINES

ik

\\\\E

TRAFFIC SATISFYING

i\
V;RTUAQ\‘\\f

VHINE PAIR HAVING\\

ey

\.\

-

ECIFIED GONDITION,f’/

\\\S DETECTED?

No ,»”WAVELENGTH TUNA

™S

/

_yeb
e S 14
ABLE™~

LB

o
-

=
e

DEVICES ARE

J/f *\\ ~ AV%E%ﬁ?FE9,//
yd \Csm Ves
o SERVER N
No .~ /Emcs{,)rmgfﬁmé%{}@grmcm ™
G (_/ =,
$18._ ¢—<_ PATH HAS RESOURCES />
\ FOR }VMIPRLTFU&LFLNH@
MOVE DETECTED 5
VIRTUAL MACHINE \MACH NE? $15
T0 “SERVER THAT AN v y
HAS SMALLFST HOPS N SET UP SHORT-
FROM SFRVER l‘e‘es CUT PATH
CONNECTED VIA '
EXISTING SHORT- MOVE DETECTED
CUT PATH AND THAT VIRTUAL NACHINE | o5
HAS RESOURCES FOR TO SERVER )

IMPLEMENT ING
VIRTUAL MACHINE”
BY LIVE NIGRATION

CONNECTED VIA
EXISTING SHORT-
CUT PATH BY LIVE

MIGRATION

v

FI1G.

11

US 9,166,724 B2



U.S. Patent Oct. 20, 2015 Sheet 12 of 15 US 9,166,724 B2
Vi1 |
RS LN
SERVER
<R T
6»«2 3___2 s OPT XGAL “*»&\ - 6“8
\‘N’" , \...\ ,./é::x*”-’ 7 l,r’fF \k\\:\&:‘\\ !Ei) 8 =
:iz OPTICAL] OPTICAL Vie
L VW6 1 1F P ¥
SERVER | / ; v \. | SERVER
6-3  3-3 / - EXISTING \ I
NN, SHORT-CUT PATH AR,
|OPTICAL _~riopTicaL] |LYMI1 ]
server || L/F | NEW SHORT-CUT Pﬁﬁ 4 0 UF T server
\\ \& \\\ P ,_,.f//f_,r’j / /:
\ O\ T /
‘ \\& \. /.f B \}’/ )"' /
yN10 OPTICAL " OPTICAL
SERVER VE o E SERVER
o —rd S OPTICAL [ e e
6-4 3-4 e Y/ SanN! 3-6 6-6
351 \
FIXED
G- WAVELENGTH
SERVER PATH

F1G, 12




US 9,166,724 B2

Sheet 13 of 15

Oct. 20, 2015

U.S. Patent

el 914
¥INYIS
H1Yd 69
HLONI TIAVH
GETTEIN “
. 5
9-9 9-¢ ™y o 4/ T e ? v-9
s S YO LD e i
HIANIS g 1 RETHES
7R )| | WOILd0. WO11d0
/7 N, dn i3S )/yw
\ //.f \\nw _ ; 5 ‘,,A.
_ 738 Lo Y\ ;
s || NS JUPRR REIRER
WO11d0 0/7 Hivd 1 | T¥O1LdO
o L ~LH0HS BNIISIXE 7
{9 N.i@ wM» f.,r M \”\
Zilp—> | 43AU3S ) b,_u )
WI11d0 WO14d0
Ee S~ a1
= NI A e
§-9 Bt S~ oL ¢t
I -G
43AY3S
A ]l
ah |l
LA




US 9,166,724 B2

Sheet 14 of 15

Oct. 20, 2015

U.S. Patent

1

YiL ©14d

H3LSAS H3DYNVH

M

HOLINOW D1ddvas Y

:

e

WALSAS ¥3A¥4S

kkkkkkkk V..
WALSAS ¥IAYIS

F -
e

~ “ 1

! , | j

G ASd| e 12 ASd & lasd] [nsd) [nsd]
m HOLTHS ¥l m HOLINS Yol m HOLINS ¥oL
mﬁ.n.w;.:!.!!!,!i SR SR "\\:.u\z:.....li.!!:sz,!spiii LS DTN R S SR S ST
8-1 Z-L

hLe 9z sciei iz |9z ise | EAEARA N
R Wi Wantil Wont et Y S Voadi Vandiilh 1 oid o i Vo et Mt I
x| ) x| XL (XL X x|y ) HE
t 7 7 = H t § y i =y |
BEAR AR AP * B AR ARY AN TAIN |
t ! - M Pt -
AT | ees l@ACHICS Sl i
} i b I
; .V W ; W

| | i | | || |
f \ol\ \.I\ { b ‘\lq\ \lk. \\l\ i
12 pl i Y vl i vl |
I..M\H.\! !!!!!!!!!!!!!!!!!! ..‘..}..H.Ql.!}!!lliliii!!lll! .1111!!1!!1!!!.\.”.:1\..
5t ¢t ¢

(110) 8 (u1)8d (310) 24 (un)zd (110) 1d ) id
(94Y) HOLINS T¥O11dO
N\



US 9,166,724 B2

Sheet 15 of 15

Oct. 20, 2015

U.S. Patent

GlL ©1 4
YIAYIS
HLVd P
HLONT TIAVM
ETAE ﬁ
ﬂ -G8
9-9 9-¢ ot AT e v-£ -9
- by xwwm\ WO 1d0 e i ~
NETHER A A N ETRED
9110 WH11do
v, 5,
/ 7 /ﬁ,
/ \ k, 4
s | | || s
WOI1do WH11d0
o TR TR
(Y9 iog ,,,,f/ \ J e g9
J -
(43100Y 4/1 i1 EALER
e e [TwotLdo Wol1do| | WA
L ALIRERE! 3 ) m
.,\:\ \:k y ;AA:/(I: hm\,w \‘.h\\\ T S
8 N v i & -9
et g
YIAYIS
_EWA 1 g
ZWA
m




US 9,166,724 B2

1

OPTICAL NETWORK AND OPTICAL PATH
SETUP METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2011-
159674, filed on Jul. 21, 2011, the entire contents of which are
incorporated herein by reference.

FIELD

The embodiments described herein are related to an optical
network and an optical path setup method for connecting a
plurality of computers.

BACKGROUND

As cloud computing is becoming more popular, commu-
nication traffic in data centers is increasing. Accordingly, the
speedup of interfaces accommodating huge communication
traffic has been desired. Optical path setup technologies for
interconnecting servers via optical links have been developed
for data centers and so on.

As one optical interconnect technology, an optical commu-
nication network for interconnecting a plurality of commu-
nication nodes has been proposed. The optical communica-
tion network includes an arrayed waveguide grating (AWG).
The AWG has N input ports and N output ports and has a
routing function for guiding input light to a corresponding
output port according to a wavelength of the input light. M (M
is smaller than or equal to N) communication node equip-
ments are connected to the AWG via optical transmission
lines. To dynamically change a logical network topology
representing the geometry of the path of signal light used for
data transmission and reception between the communication
node equipments, each of the communication node equip-
ments includes wavelength switching means for switching
the wavelength of the signal light. (For example, WO 2004/
073225)

As arelated art, Japanese Laid-open Patent Publication No.
2001-60922 describes a network interconnecting a plurality
of' nodes using a WDM system and an AWG. Japanese Laid-
open Patent Publication No. 2002-101432 describes an opti-
cal switch network and an optical crossconnect.

In an optical network in which a plurality of node equip-
ments are connected in a star configuration by an AWG, it is
preferable that the node equipments be one-hop connected to
enhance the efficiency of the data transmission between the
node equipments. To one-hop connect optional node equip-
ments to each other, it is logically necessary to adopt a full
mesh topology.

To achieve such a network, however, each node equipment
needs to include many optical devices. As an example, to
connect N node equipments in a full mesh topology by using
an NxN AWG, each node equipment needs to include N-1
transmitters for transmitting N-1 different wavelengths and
N-1 receivers for receiving the N-1 wavelengths.

As described above, in the prior art, a transceiver of each
node needs to include many optical devices to enhance the
efficiency of the data transmission between the node equip-
ments. Accordingly, the power consumption of a node equip-
ment increases. The size of a transceiver increases and cost of
the transceiver also increases.

SUMMARY

According to an aspect of the invention, an optical network
includes: an optical switch, that has a plurality of input ports
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2

and a plurality of output ports, to guide an input optical signal
to an output port corresponding to a combination of an input
port at which the input optical signal has reached and a wave-
length of the input optical signal; a plurality of optical inter-
face devices provided respectively for a plurality of servers
and connected to the optical switch; and a manager to manage
communication traffic of the plurality of servers, wherein
each of the optical interface devices includes a fixed-wave-
length optical transmitter and a wavelength tunable optical
transmitter, a first optical path is set up via the optical switch
by using the fixed-wavelength optical transmitters of the plu-
rality of optical interface devices, the manager identifies first
and second optical interface devices from among the plurality
of optical interface devices in accordance with the commu-
nication traffic of the plurality of servers, a second optical
path is set up between the first and second optical interface
devices via the optical switch by using the wavelength tunable
optical transmitters of the first and second optical interface
devices.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention,
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an example of an optical network.

FIG. 2 illustrates an example of the operation of an optical
switch.

FIG. 3 illustrates a configuration and operation of an opti-
cal network.

FIG. 4 illustrates a logical topology established by fixed
wavelength paths.

FIG. 5 illustrates an exemplary monitoring result collected
by a traffic monitor.

FIG. 6 illustrates an example of a short-cut path.

FIG. 7 illustrates a hardware configuration of a server.

FIG. 8 illustrates a configuration of an optical interface
device.

FIG. 9 is a flowchart indicating the process for setting up a
short-cut path.

FIG. 10 illustrates a configuration of a manager system.

FIG. 11 is a flowchart illustrating a method for using a
short-cut path and the live migration.

FIG. 12 and FIG. 13 illustrate examples of the process
indicated in the flowchart illustrated in FIG. 11.

FIG. 14 illustrates a configuration for connecting a plural-
ity of server systems.

FIG. 15 illustrates a configuration connected to another
network.

DESCRIPTION OF EMBODIMENTS

FIG. 1 illustrates an example of an optical network in
accordance with an embodiment. An optical network 1 in
accordance with the embodiment connects a plurality of com-
puters. The optical network 1 is used in, but is not particularly
limited to, a data center. In this case, the computers are server
computers (hereinafter referred to as “servers”) 6-1 to 6-8.
The optical network 1 includes an optical switch 2, optical
interface devices 3-1 to 3-8, atraffic monitor 4, and a manager
system 5.

The optical switch 2 has a plurality of input ports P1 (in) to
P8 (in) and a plurality of output ports P1 (out) to P8 (out).
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When the optical switch 2 receives an optical signal via a
certain input port, the optical switch 2 guides the input optical
signal to an output port corresponding to the combination of
the input port and the wavelength of the optical signal. This
operation may be achieved by an AWG (Arrayed Waveguide
Grating). That is, the optical switch 2 is achieved by, for
example, an 8x8 AWG.

FIG. 2 illustrates an example of the operation of the optical
switch 2. In FIG. 2, Inl to In8 indicate the input ports P1 (in)
to P8 (in), respectively. Outl to Out8 indicate the output ports
P1 (out) to P8 (out), respectively.

In the example illustrated in FIG. 2, when, for example, an
optical signal with wavelength A7 is input to the input port P1
(in), the optical switch 2 outputs this optical signal via the
output port P2 (out). When an optical signal with wavelength
A8 is input to the input port P1 (in), the optical switch 2
outputs this optical signal via the output port P3 (out). The
input/output relationship in FIG. 2 indicates the operation of
a cyclic AWG.

The optical switch 2 may process each optical signal con-
tained in a WDM optical signal. That is, when, for example, a
WDM optical signal containing wavelength A7 and wave-
length A8 is input to the input port P1 (in), the optical switch
2 outputs the optical signal with wavelength A.7 via the output
port P2 (out) and outputs the optical signal with wavelength
A8 via the output port P3 (out).

The optical interface devices 3-1 to 3-8 are provided for the
servers 6-1 to 6-8, respectively. The optical interface devices
3-1 to 3-8 are connected in a star configuration to the optical
switch 2 via optical fibers. The optical interface devices 3-1 to
3-8 are respectively connected to the input ports P1 (in) to P8
(in) and the output ports P1 (out) to P8 (out) of the optical
switch 2. As an example, the optical interface device 3-1 is
connected to the input port P1 (in) and the output port P1
(out). The optical interface device 3-2 is connected to the
input port P2 (in) and the output port P2 (out). The optical
interface devices 3-1 to 3-8 transmit and receive data between
the servers 6-1 to 6-8 via the optical switch 2.

The optical interface devices 3-1 to 3-8 may be installed
outside of their corresponding servers 6-1 to 6-8. The optical
interface devices 3-1 to 3-8 may be installed within their
corresponding servers 6-1 to 6-8.

The traffic monitor 4 monitors the traffic of data transmit-
ted by each of the servers 6-1 to 6-8. In this example, one or
more virtual machines may be operated on each of the servers
6-1 to 6-8. In this case, the traffic monitor 4 may monitor the
traffic of each virtual machine. The traffic monitor 4 reports a
monitoring result to the manager system 5.

According to the monitoring result reported by the traffic
monitor 4, the manager system 5 determines whether a wave-
length tunable path (this will be described hereinafter) should
be set up or not. To set up a wavelength tunable path, the
manager system 5 generates a wavelength selection instruc-
tion representing a wavelength for achieving the wavelength
tunable path for corresponding optical interface devices. The
wavelength selection instruction is given to the correspond-
ing optical interface devices.

The servers 6-1 to 6-8 are physical servers. The servers 6-1
to 6-8 are, for example, computers that provide service in
response to a request from a client (not illustrated). When, for
example, a request from a client is processed by a plurality of
servers, data communication is performed between these
servers. Also, when information of a client is stored in a
plurality of servers, data communication is performed
between these servers in response to a request from the client.
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4

Such a data communication between servers is performed via
the optical switch 2 and corresponding optical interface
devices.

FIG. 3 illustrates the configuration and operation of the
optical network 1. In this example, the optical interface
devices 3-1 to 3-8 are provided outside the servers 6-1 to 6-8,
respectively.

The configurations of the optical interface devices 3-1 to
3-8 are substantially identical with each other. Hereinafter,
accordingly, the configuration and operation of the optical
interface device 3-1 will be described as an example.

The optical interface device 3-1 has an optical transmitter
module and an optical receiver module. The optical transmit-
ter module and the optical receiver module do not need to be
separated from each other. That is, the optical transmitter
module and the optical receiver module may be mounted on,
for example, a single board.

The optical transmitter module has fixed-wavelength opti-
cal transmitters 11 and 12, a wavelength tunable optical trans-
mitter 13, and an optical coupler 14. Transmission data gen-
erated by the server 6-1 is provided to the optical transmitter
module.

Each of the fixed-wavelength optical transmitters 11 and
12 generates an optical signal with a specified wavelength.
The wavelengths used by the fixed-wavelength optical trans-
mitters 11 and 12 are different from each other. Each of the
fixed-wavelength optical transmitters 11 and 12 generates an
optical signal from the transmission data provided by the
server 6-1.

The wavelength tunable optical transmitter 13 includes a
wavelength tunable light source, and controls the wavelength
of carrier light in accordance with the wavelength selection
instruction generated by the manager system 5. Here, the
wavelength used by the wavelength tunable optical transmit-
ter 13 is different from wavelengths of the fixed-wavelength
optical transmitters 11 and 12. The wavelength tunable opti-
cal transmitter 13 generates an optical signal from the trans-
mission data provided by the server 6-1.

The optical coupler 14 multiplexes the optical signals out-
put from the fixed-wavelength optical transmitters 11 and 12
and the wavelength tunable optical transmitter 13. The optical
coupler 14 is, for example, a WDM coupler. The optical
signal output from the optical coupler 14 is guided to the input
port P1 (in) of the optical switch 2.

The optical receiver module has an optical splitter 21,
fixed-wavelength filters 22 and 23, a wavelength tunable filter
24, and photo detectors 25 to 27. The optical splitter 21
branches the optical signal received from the output port P1
(out) of the optical switch 2 and guides the branched signals
to the fixed-wavelength filters 22 and 23 and the wavelength
tunable filter 24. The optical splitter 21 is, for example, an
optical power splitter.

Each of the fixed-wavelength filters 22 and 23 passes an
optical signal with a specified wavelength. The passing wave-
lengths (i.e., transmitted wavelengths) of the fixed-wave-
length filters 22 and 23 are different from each other. The
optical signals output from the fixed-wavelength filters 22
and 23 are guided to photo detectors 25 and 26, respectively.

The wavelength tunable filter 24 controls the passing wave-
length in accordance with a wavelength selection instruction
generated by the manager system 5. The passing wavelength
of the wavelength tunable filter 24 is different from wave-
lengths of the fixed-wavelength filters 22 and 23. The optical
signal output from the wavelength tunable filter 24 is guided
to the photo detector 27.

The photo detectors 25 and 26 respectively convert the
optical signals that have passed through the fixed-wavelength
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filters 22 and 23 into electric signals. That is, the fixed-
wavelength filter 22 and the photo detector 25 are operated as
a fixed-wavelength optical receiver. Similarly, the fixed-
wavelength filter 23 and the photo detector 26 are also oper-
ated as a fixed-wavelength optical receiver. The photo detec-
tor 27 converts the optical signal that has passed through the
wavelength tunable filter 24 into an electric signal. That is, the
wavelength tunable filter 24 and the photo detector 27 are
operated as a wavelength tunable optical receiver. The electric
signals obtained by the photo detectors 25 to 27 are guided to
the server 6-1. As a result, the server 6-1 recovers data from
the signals output from the optical interface device 3-1.

The configurations and operations of the optical interface
devices 3-2 to 3-8 are substantially the same as those of the
optical interface device 3-1. However, the transmission wave-
lengths of the fixed-wavelength optical transmitters 11 and 12
of the optical interface devices 3-1 to 3-8 are specified in
accordance with the input/output relationship of the optical
switch 2 illustrated in FIG. 2, so as to provide an optical path
for a bi-directional ring network. The passing wavelengths of
the fixed-wavelength filters 22 and 23 of the optical interface
devices 3-1 to 3-8 are specified in accordance with the input/
output relationship of the optical switch 2 illustrated in FIG.
2, s0 as to terminate an optical path for a bi-directional ring
network.

An example will be given in the following. In this example,
the optical interface devices 3-1 to 3-8 achieve the bi-direc-
tional ring network illustrated in FIG. 4. FIG. 4 indicates a
logical topology achieved by the optical switch 2 and the
optical interface devices 3-1 to 3-8. The optical switch 2
provides the switching operation illustrated in FIG. 2.

In this case, in the optical interface device 3-1, wavelength
A7 is assigned to the fixed-wavelength optical transmitter 11
and wavelength A5 is assigned to the fixed-wavelength optical
transmitter 12. That is, the fixed-wavelength optical transmit-
ters 11 and 12 of the optical interface device 3-1 transmit the
optical signals with wavelengths A7 and A5, respectively.
These optical signals are multiplexed by the optical coupler
14 and guided to the input port P1 (in) of the optical switch 2.

The optical switch 2 guides, to the output port P2 (out), an
optical signal with wavelength A7 input via the input port P1
(in). Accordingly, this optical signal is transmitted to the
optical interface device 3-2. That is, the optical signal trans-
mitted from the fixed-wavelength optical transmitter 11 of the
optical interface device 3-1 is guided to the optical interface
device 3-2 by the optical switch 2. Meanwhile, the optical
switch 2 guides, to the output port P8 (out), the optical signal
with wavelength A5 input via the input port P1 (in). Accord-
ingly, this optical signal is transmitted to the optical interface
device 3-8. That is, the optical signal transmitted from the
fixed-wavelength optical transmitter 12 of the optical inter-
face device 3-1 is guided to the optical interface device 3-8 by
the optical switch 2.

In the optical interface device 3-2, wavelength Al is
assigned to the fixed-wavelength optical transmitter 11 and
wavelength A7 is assigned to the fixed-wavelength optical
transmitter 12. That is, the fixed-wavelength optical transmit-
ters 11 and 12 of the optical interface device 3-2 transmit the
optical signals with wavelengths A1 and A7, respectively.
These optical signals are multiplexed by the optical coupler
14 and guided to the input port P2 (in) of the optical switch 2.

The optical switch 2 guides, to the output port P3 (out), the
optical signal with wavelength Al input via the input port P2
(in). Accordingly, this optical signal is transmitted to the
optical interface device 3-3. That is, the optical signal trans-
mitted from the fixed-wavelength optical transmitter 11 of the
optical interface device 3-2 is guided to the optical interface
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device 3-3 by the optical switch 2. Meanwhile, the optical
switch 2 guides, to the output port P1 (out), the optical signal
with wavelength A7 input via the input port P2 (in). Accord-
ingly, this optical signal is transmitted to the optical interface
device 3-1. That is, the optical signal transmitted from the
fixed-wavelength optical transmitter 12 of the optical inter-
face device 3-2 is guided to the optical interface device 3-1 by
the optical switch 2.

The wavelengths of the fixed-wavelength optical transmit-
ters 11 and 12 of the optical interface devices 3-3 to 3-8 are
also assigned in accordance with similar policies. In the
topology illustrated in FIG. 4, accordingly, the optical signal
output from the fixed-wavelength optical transmitter 11 of
each of the optical interface devices 3-1 to 3-8 is transmitted
to the adjacent optical interface device provided in the coun-
terclockwise direction. Also in the topology illustrated in
FIG. 4, the optical signal output from the fixed-wavelength
optical transmitter 12 of each of the optical interface devices
3-1 to 3-8 is transmitted to the adjacent optical interface
device provided in the clockwise direction.

In the topology in FIG. 4, the passing wavelength of the
fixed-wavelength filter 22 of each of the optical interface
devices 3-1 to 3-8 is set such that optical signal transmitted in
the counterclockwise direction is received. As an example,
the passing wavelength of the fixed-wavelength filter 22 of
the optical interface device 3-1 is set to A5 such that the
optical signal transmitted from the fixed-wavelength optical
transmitter 11 of the optical interface device 3-8 is received.
Also in the topology in FIG. 4, the passing wavelength of the
fixed-wavelength filter 23 of each of the optical interface
devices 3-1 to 3-8 is set such that optical signal transmitted in
the clockwise direction is received. As an example, the pass-
ing wavelength of the fixed-wavelength filter 23 of the optical
interface device 3-1 is set to A7 such that the optical signal
transmitted from the fixed-wavelength optical transmitter 12
of the optical interface device 3-2 is received.

In this way, the bi-directional ring network illustrated in
FIG. 41s established by appropriately setting the transmission
wavelengths of the fixed-wavelength optical transmitters 11
and 12 of the optical interface devices 3-1 to 3-8 and the
passing wavelengths of the fixed-wavelength filters 22 and 23
of the optical interface devices 3-1 to 3-8. Accordingly, the
servers 6-1 to 6-8 can transmit data to another desired server
using the optical network 1.

As an example, when the server 6-1 transmits data to the
server 6-3, the server 6-1 provides data to which “destination
is server 6-3” has been added to the fixed-wavelength optical
transmitter 11 of the optical interface device 3-1. As a result,
the data is transmitted by an optical signal with wavelength A7
and guided to the optical interface device 3-2 via the optical
switch 2. In the optical interface device 3-2, the passing
wavelength of the fixed-wavelength filter 22 is set to A7 such
that the optical signal from the optical interface device 3-1 is
received. Accordingly, the server 6-2 receives the data trans-
mitted by the optical signal with wavelength A7.

However, the destination of the data is not the server 6-2.
Accordingly, the server 6-2 does not obtain the data, but
provides the data to the fixed-wavelength optical transmitter
11 of the optical interface device 3-2. As a result, the data is
transmitted by an optical signal with wavelength A1 and
guided to the optical interface device 3-3 via the optical
switch 2. In the optical interface device 3-3, the passing
wavelength of the fixed-wavelength filter 22 is set to A1 such
that the optical signal from the optical interface device 3-2 is
received. Accordingly, the server 6-3 receives the data trans-
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mitted by the optical signal with wavelength A1. The server
6-3 obtains the data since the destination of the data is the
server 6-3.

Each of the servers 6-1 to 6-8 has a virtual switch 31. The
virtual switch 31 is achieved by software implemented on a
physical server. The virtual switch 31 guides the transmission
data to the fixed-wavelength optical transmitter 11 or 12
according to the destination of transmission data. In accor-
dance with an instruction from the manager system 5, the
virtual switch 31 may guide the transmission data to the
wavelength tunable optical transmitter 13. In addition,
according to the destination of the data received from a cor-
responding optical interface device, the virtual switch 31
routes the received data. As an example, when a destination of
received data is the server 6-1, the virtual switch 31 of the
server 6-1 passes the received data to a corresponding virtual
machine on the server 6-1. When a destination of received
data is not the server 6-1, the virtual switch 31 of the server
6-1 returns the received data to the optical interface device
3-1.

Each of the servers 6-1 to 6-8 may implement one or more
virtual machines (VMs). In the example illustrated in FIG. 3,
virtual machines VM1 to VM3 are operating on the server
6-1, virtual machines VM5 and VM6 are operating on the
server 6-2, and virtual machines VM8 and VM9 are operating
on the server 6-8. Each of the virtual machines can commu-
nicate with another virtual machine. Meanwhile, each of the
virtual machines can transmit data to virtual machines imple-
mented on other servers. In this case, data transmitted from a
virtual machine is transmitted via the optical switch 2 as
described above. Information for identifying a source virtual
machine and information for identifying a destination virtual
machine are added to data transmitted between the virtual
machines. The information for identifying the virtual
machines is, for example, a virtual MAC address.

The virtual switch 31 has a port mirror function. In this
example, the port mirror function copies data to be transmit-
ted to a corresponding optical interface device and outputs the
copy to a monitor port.

The traffic monitor 4 monitors the traffic of data transmit-
ted by each virtual machine. In this case, the tratfic monitor 4
monitors the traffic by, for example, using the copy data
output via the monitor port by the port mirror function of the
virtual switch 31. The traffic monitor 4 does not need to
monitor the traffic between virtual machines implemented
within the same server. The traffic monitor 4 may monitor the
traffic with respect to a pair of a source virtual machine and a
destination virtual machine.

The traffic monitor 4 monitors, for example, the bandwidth
of traffic between the virtual machines and the traffic priority
between the virtual machines. The bandwidth of traffic is a
transmission rate. When data is transmitted between the vir-
tual machines with fixed-length packets, the bandwidth is
detected by counting the number of the packets. In the case of
data packets with variable lengths, the bandwidth may be
detected by analyzing the header of each packet to obtain the
payload length. The traffic priority is set in advance in accor-
dance with, for example, allowable delay. As an example, the
priority of moving picture and/or data containing voice is
high. The traffic priority is set in, for example, the header of
each packet. In addition to the bandwidth and the priority, the
traffic monitor 4 may monitor other traffic characteristics
(e.g., occurrence frequency and duration).

The traffic monitor 4 monitors the traffic of the servers 6-1
to 6-8. Accordingly, in orderto decrease the load on the traffic
monitor 4, the port mirror function of the virtual switch 31 of
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each of the servers 6-1 to 6-8 may send sampled data to the

traffic monitor 4 at regular intervals.

FIG. 5 illustrates an exemplary monitoring result collected
by the traffic monitor 4. In this example, for simplicity, the
bandwidth between the virtual machines is monitored. In the
example illustrated in FIG. 5, a large volume of data is trans-
mitted from the virtual machine VMS to the virtual machine
VMS. A large volume of data is also transmitted from the
virtual machine VMBS to the virtual machine VMS. The traffic
monitor 4 reports the monitoring result to the manager system
5.

The manager system 5 sets up a short-cut path according to
the characteristics of the traffic between the virtual machines
obtained by the traffic monitor 4. Meanwhile, the manager
system 5 calculates, for example, the correlation on bi-direc-
tional traffic between the virtual machines. The manager sys-
tem 5 then sets up a short-cut path between a pair of virtual
machines having a high correlation. In the example illustrated
in FIG. 5, the bandwidth of the traffic from the virtual
machine VMS5 to the virtual machine VM8 and the bandwidth
of the traffic from the virtual machine VM8 to the virtual
machine VMS are both large and approximately the same. In
this case, the manager system 5 sets up a short-cut path for
transmitting data between the virtual machines VM5 and
VMS.

The manager system 5 may consider other traffic charac-
teristics (e.g., priority, occurrence frequency, and duration) to
calculate the correlation between traffic between the virtual
machines. Without calculating the correlation between traf-
fic, the manager system 5 may set up a short-cut path for
traffic with a large bandwidth. As an example, in the example
illustrated in FIG. 5, the average traffic between the virtual
machines VM5 and VM8 is “95”, which is larger than that
between the other virtual machine pairs. In this case, the
manager system 5 may set up a short-cut path for transmitting
data between the virtual machines VM5 and VMS.

To set up a short-cut path, the manager system 5 transmits
a setup instruction to a corresponding server. In the aforemen-
tioned example, the manager system 5 transmits a setup
instruction to the server 6-2 on which the virtual machine
VMS is implemented and the server 6-8 on which the virtual
machine VM8 is implemented.

In the following, the process for setting up a short-cut path
between the virtual machines VM5 and VM8 will be
described. In this case, the manager system 5 transmits the
following instructions to the server 6-2.

(1) The virtual switch 31 guides transmission data from the
virtual machine VM5 to the wavelength tunable optical
transmitter 13.

(2) The transmission wavelength of the wavelength tunable
optical transmitter 13 is A6 (Wavelength selection instruc-
tion).

(3) The passing wavelength of the wavelength tunable filter
24 is A6 (Wavelength selection instruction).

The manager system 5 also transmits the following instruc-

tions to the server 6-8.

(1) The virtual switch 31 guides the transmitted data from the
virtual machine VM8 to the wavelength tunable optical
transmitter 13.

(2) The transmission wavelength of the wavelength tunable
optical transmitter 13 is A6 (Wavelength selection instruc-
tion).

(3) The passing wavelength of the wavelength tunable filter
24 is A6 (Wavelength selection instruction).

In accordance with the instruction from the manager sys-
tem 5, the servers 6-2 and 6-8 each change the setting of the
virtual switch 31. The servers 6-2 and 6-8 respectively guide
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the wavelength selection instructions from the manager sys-
tem 5 to the corresponding optical interface devices 3-2 and
3-8. As aresult, in accordance with the wavelength selection
instructions, each of the optical interface devices 3-2 and 3-8
controls the transmission wavelength of the wavelength tun-
able optical transmitter 13 and the passing wavelength of the
wavelength tunable filter 24.

The aforementioned short-cut path is used as follows.
When the virtual machine VM5 generates data D1 addressed
to the virtual machine VMS8, the virtual switch 31 of the server
6-2 guides the data D1 to the wavelength tunable optical
transmitter 13 of the optical interface device 3-2. The wave-
length tunable optical transmitter 13 generates an optical
signal S1 for transmitting the data D1. The carrier wavelength
of the optical signal S1 is A6. The optical signal S1 is trans-
mitted to the optical switch 2 together with optical signals
generated by the fixed-wavelength optical transmitters 11 and
12.

The WDM optical signal transmitted from the optical inter-
face device 3-2 reaches the input port P2 (in) of the optical
switch 2. In accordance with the wavelength of the input
optical signal, the optical switch 2 guides the optical signal to
a corresponding output port. When the optical switch 2
receives an optical signal with wavelength A6 via the input
port P2 (in), the optical switch guides this optical signal to the
output port P8 (out). That is, the optical switch 2 guides the
optical signal S1 to the output port P8 (out). Accordingly, the
optical signal S1 transmitted from the optical interface device
3-2 is guided to the optical interface device 3-8 by the optical
switch 2. The optical switch 2 also guides other optical sig-
nals input together with the optical signal S1 to other output
ports corresponding to the wavelengths of these other optical
signals.

The optical interface device 3-8 receives the optical signal
S1 from the optical switch 2. Meanwhile, the optical interface
device 3-8 also receives an optical signal with another wave-
length together with the optical signal S1. That is, the optical
interface device 3-8 receives a WDM optical signal contain-
ing the optical signal S1. In the optical interface device 3-8,
this WDM optical signal is guided to the fixed-wavelength
filters 22 and 23 and the wavelength tunable filter 24.

In accordance with the wavelength selection instruction
described above, the passing wavelength of the wavelength
tunable filter 24 of the optical interface device 3-8 is set to A6.
Accordingly, the wavelength tunable filter 24 selectively
passes the optical signal S1 with wavelength A6 contained in
the input WDM optical signal. The optical signal S1 is con-
verted into an electric signal by the photo detector 27 and is
then guided to the server 6-8. The server 6-8 recovers the data
D1 from the electric signal and provides the data D1 to the
virtual machine VMS.

The operation for transmitting data D2 from the virtual
machine VM8 to the virtual machine VMS is substantially the
same as that for transmitting the data D1 from the virtual
machine VMS to the virtual machine VMS. That is, using the
wavelength tunable optical signaler 24, the optical interface
device 3-8 generates an optical signal S2 with wavelength A6
for transmitting the data D2. In the optical switch 2, the
optical signal S2 is guided from the input port P8 (in) to the
output port P2 (out). Accordingly, the optical signal S2 trans-
mitted from the optical interface device 3-8 is guided to the
optical interface device 3-2 by the optical switch 2.

The optical interface device 3-2 receives the WDM optical
signal containing the optical signal S2 from the optical switch
2. Here, the passing wavelength of the wavelength tunable
filter 24 of the optical interface device 3-2 is set to A6 in
accordance with the aforementioned wavelength selection
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instruction. Accordingly, the wavelength tunable filter 24
selectively passes the optical signal S2 with wavelength A6
contained in the input WDM optical signal. The optical signal
S2 is converted into an electric signal by the photo detector 27
and is then guided to the server 6-2. The server 6-2 recovers
the data D2 from the electric signal and provides the data D2
to the virtual machine VMS.

FIG. 6 illustrates an exemplary short-cut path. In FIG. 6, a
short-cut path is setup for transmitting data between the vir-
tual machines VM5 and VM8 using the aforementioned pro-
cedures. The short-cut path connects the optical interface
device 3-2 corresponding to the server 6-2 accommodating
the virtual machine VM5 and the optical interface device 3-8
corresponding to the server 6-8 accommodating the virtual
machine VMS8. That is, the virtual machines VM5 and VM8
can transmit data to each other with one hop.

When the short-cut path is not set up, data is transmitted
between the virtual machines VM5 and VMBS via the optical
interface device 3-1. In this case, the virtual machines VM5
and VM8 transmit data to each other with two hops. That is,
use of the short-cut path in accordance with the embodiment
reduces transmission delay.

When a short-cut path is not set up to transmit data between
the virtual machines VM35 and VM8, the resources used in the
optical interface device 3-1 increases. Optical signals trans-
mitted between the optical interface devices are always trans-
mitted via the optical switch 2. Accordingly, when the short-
cut path is not set up, the optical switch 2 switches an optical
signal between the optical interface device 3-2 and the optical
interface device 3-1, and switches an optical signal between
the optical interface device 3-1 and the optical interface
device 3-8 in order to transmit data between the virtual
machines VM5 and VM8. Accordingly, the resources used in
the optical switch 2 also increases. In other words, setting up
a short-cut path decreases the resources used in the optical
switch 2 and/or one or more optical interface devices, thereby
enhancing the data transmission efficiency.

FIG. 7 illustrates the hardware configuration of a server. A
server 6 illustrated in FIG. 7 represents the servers 6-1 to 6-8.
The server 6 includes a memory 41, a data memory 42, a CPU
43, and an input-output unit 44. The memory 41, the data
memory 42, the CPU 43, and the input-output unit 44 are
connected to each other via, for example, a bus 45.

The memory 41 stores programs for controlling the opera-
tion of the server 6 (including a program for providing a
virtual machine). The memory 41 is used when the CPU 43
executes a program. The data memory 42 temporarily stores
transmission data and received data. The data memory 42 is
also used to provide the virtual switch 31. In this case, the
transmission data and the received data are temporarily stored
in the data memory 42 and are read in accordance with the
destination addresses.

The CPU 43 controls the operation of the server 6 by
executing the programs stored in the memory 41. The CPU 43
may include a plurality of processors. The input-output unit
44 provides an interface to a corresponding optical interface
device. The input-output unit 44 may transmit a copy of data
processed by the virtual switch 31 to the traffic monitor 4. In
this case, the input-output unit 44 provides the port mirror
function. In addition, the input-output unit 44 receives
instructions from the manager system 5.

FIG. 8 illustrates the configuration of an optical interface
device 3. The optical interface device 3 represents the optical
interface devices 3-1 to 3-8. As described above with refer-
ence to FIG. 3, the optical interface device 3 includes the
fixed-wavelength optical transmitters 11 and 12, the wave-
length tunable optical transmitter 13, the optical coupler 14,
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the optical splitter 21, the fixed-wavelength filters 22 and 23,
the wavelength tunable filter 24, and photo detectors 25 to 27.

Each of the fixed-wavelength optical transmitters 11 and
12 includes a laser light source (LLD) 51 and an optical modu-
lator 52. The laser light source 51 generates continuous wave
light with a fixed wavelength. As an example, the laser light
sources 51 of the fixed-wavelength optical transmitters 11
and 12 of the optical interface device 3-1 respectively gener-
ate continuous wave light with wavelengths A7 and A5. The
optical modulator 52 generates an optical signal by modulat-
ing the continuous wave light with a data signal from the
server.

The wavelength tunable optical transmitter 13 includes an
LD wavelength controller 53, a tunable laser light source 54,
and an optical modulator 55. The LD wavelength controller
53 controls the LD wavelength of the tunable laser light
source 54 in accordance with a wavelength selection instruc-
tion from the manager system 5. Under the control of the LD
wavelength controller 53, the tunable laser light source 54
generates continuous wave light with a wavelength desig-
nated by the wavelength selection instruction. The optical
modulator 55 generates an optical signal by modulating the
continuous wave signal with a data signal from the server.

The optical interface device 3 further includes a passing
wavelength controller 56. The passing wavelength controller
56 controls the passing wavelength of the wavelength tunable
filter 24 in accordance with a wavelength selection instruction
from the manager system 5. Under the control of the passing
wavelength controller 56, the wavelength tunable filter 24
passes an optical light with a wavelength designated by the
wavelength selection instruction.

FIG. 9 is a flowchart indicating the process for setting up a
short-cut path. The process indicated by the flowchart is per-
formed by the manager system 5.

In S1, the manager system 5 locates virtual machines on
servers. To implement a plurality of virtual machines associ-
ated with each other, the manager system 5 generates these
virtual machines to be operated on the same server. However,
the number of virtual machines that can be implemented on
each server is sometimes determined in advance. Accord-
ingly, a plurality of virtual machines associated with each
other may be located on different servers. In this example,
virtual machines are located by the manager system 5, but
they do not necessarily need to be located by the manager
system 5.

In S2, the manager system 5 collects the traffic character-
istic of each virtual machine. However, the traffic of each
virtual machine is monitored by the traffic monitor 4. That is,
the manager system 5 obtains the monitoring results collected
by the traffic monitor 4. An exemplary monitoring result
collected by the traffic monitor 4 is described with reference
to FIG. 5.

In S3, the manager system 5 determines whether there is a
pair of virtual machines (first and second virtual machines
implemented on different servers) having a traffic character-
istic satisfying a specified condition. The specified condition
is described in accordance with, for example, the level of
correlation between the characteristic of the traffic from the
first virtual machine to the second virtual machine and the
characteristic of the traffic from the second virtual machine to
the first virtual machine. In this case, a virtual machine pair
having a correlation higher than a specified threshold level is
detected. Alternatively, the specified condition is described in
accordance with the volume of traffic (i.e., the bandwidth)
between two virtual machines implemented on different serv-
ers. In this case, a virtual machine pair having a traffic volume
greater than a specified threshold is detected.
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When there is a virtual machine pair satisfying the speci-
fied condition, the manager system 5 performs the process of
S4. Meanwhile, when there is no virtual machine pair satis-
fying the specified condition, the process of the manager
system 5 returns to S2.

In S4, the manager system 5 determines whether the
detected two virtual machines are implemented on servers
separated from each other by two or more hops in the logical
topology achieved by fixed wavelength paths. The logical
topology achieved by the fixed wavelength paths is described
with referenceto FIG. 4. Assume, for example, that the virtual
machines VM5 and VM8 in FIG. 3 satisfy the condition of S3.
In this case, the server 6-2 on which the virtual machine VM5
is implemented and the server 6-8 on which the virtual
machine VM8 is implemented are separated from each other
by two hops in the logical topology achieved by the fixed
wavelength paths indicated in FIG. 4.

When the two detected virtual machines are separated from
each other by two or more hops, the manager system 5 per-
forms the process of S5. Meanwhile, when the two detected
virtual machines are not separated from each other by two or
more hops, the process of the manager system 5 returns to S2.
The manager system 5 does not necessarily need to perform
the process of S4.

In S5, the manager system 5 transmits, to the correspond-
ing servers, an instruction to set up a short-cut path for trans-
mitting data between the virtual machines detected in S3.
That is, the instruction is transmitted to the servers accom-
modating the virtual machines detected in S3. The instruction
includes a wavelength selection instruction.

Each of the servers that has received the instruction to set
up the short-cut path forwards the wavelength selection
instruction to the corresponding optical interface device.
Accordingly, the optical interface device controls the trans-
mission wavelength of the wavelength tunable optical trans-
mitters 13 in accordance with the wavelength selection
instruction and controls the passing wavelength of the wave-
length tunable filters 24 in accordance with the wavelength
selection instruction. As a result, the short-cut path for trans-
mitting data between the aforementioned virtual machines is
set up.

FIG. 10 illustrates the configuration of the manager system
5. The manager system 5 is achieved by a computer including
a memory 61, a CPU 62, and an input-output unit 63. The
memory 61 stores a program for controlling the operation of
the manager system 5. The program describing the processes
indicated in the flowchart in FIG. 9 is also stored in the
memory 61. The memory 61 is used when the CPU 62
executes a program.

The CPU 62 controls the operation of the manager system
5 by executing the program stored in the memory 61. The
CPU 62 may include a plurality of processors. The input-
output unit 63 provides an interface to the servers 6-1 to 6-8.
Instructions to set up a short-cut path (including wavelength
selection instruction) are transmitted via the input-output unit
63 to the corresponding servers 6-1 to 6-8.

In FIG. 1 and FIG. 3, the traffic monitor 4 and the manager
system 5 are separated from each other, but they may be
achieved by one computer. In this case, the memory 61 also
stores a program for monitoring the traffic of the servers 6-1
to 6-8 (or the traffic of virtual machines). The CPU 62 also
performs the process of monitoring traffic.

As described above, in the optical network and the optical
path setup method in accordance with the embodiment, not
only a fixed wavelength path for transmitting data between
servers but also a short-cut path (or a wavelength tunable
path) is set up as necessary. Accordingly, in comparison with
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the optical network in FIG. 4 in which only fixed wavelength
paths are set up, the optical network in accordance with the
embodiment achieves a high data transmission efficiency
since, for example, a large volume of traffic is transmitted via
the short-cut path. Communications in data centers, in par-
ticular, are separated for each user, and data is often transmit-
ted between particular virtual machines. Accordingly, apply-
ing the optical network in accordance with the embodiment to
a data center network in order to set up the short-cut path for
data transmission between virtual machines belonging to the
same user will enhance the data transmission efficiency.

Meanwhile, when all servers are connected with one hop to
each other by using an AWG, each optical interface device
needs to be connected to all of the other optical interface
devices. That is, the optical network needs to adopt a mesh
topology. In this case, in the optical network connecting N
servers, each optical interface device needs to include at least
N-1 optical transmitters and at least N-1 optical receivers.

In the optical network in accordance with the embodiment,
by contrast, each optical interface device includes three opti-
cal transmitters (i.e., two fixed-wavelength optical transmit-
ters and one wavelength tunable optical transmitter) and three
optical receivers (i.e., two sets of a fixed-wavelength filter and
a photo detector, and one set of a wavelength tunable optical
filter and a photo detector). Accordingly, in comparison with
the configuration adopting the mesh topology, each optical
interface device within the optical network in accordance
with the embodiment includes fewer optical transmitters and
optical receivers, thereby reducing power consumption. In
addition, the optical interface devices can be downsized and/
or can be produced at a lower cost.

The present invention is not limited to the configuration or
method in accordance with the aforementioned embodiment.
That is, in the embodiment, the logical topology of the optical
network is a bi-directional ring topology, but it may be a
single ring topology. In this case, each of the optical interface
devices 3-1 to 3-8 includes one fixed-wavelength optical
transmitter and one fixed-wavelength optical receiver (a
fixed-wavelength filter and a photo detector). The logical
topology of the optical network does not need to be a ring.

A short-cut path for transmitting data bidirectionally
between virtual machines is set up in the aforementioned
embodiment, but a short-cut path for only unidirectional
transmission may be set up. As an example, when the traffic
from the first virtual machine to the second virtual machine is
large and the traffic from the second virtual machine to the
first virtual machine is small, only a short-cut path for data
transmission from the first virtual machine to the second
virtual machine may be set up. In this case, the resources (i.e.,
a wavelength tunable optical transmitter and a wavelength
tunable filter) for setting up a short-cut path may be assigned
to the communication between other virtual machines.

<Cooperation with Live Migration>

Inthe embodiments, it is assumed that the servers 6-1 to 6-8
can perform a live migration. The live migration can continue
the operation of a virtual machine operated on a computer
while moving this virtual machine to another computer.
Accordingly, when there is a large volume of traffic between
virtual machines implemented on different servers, the virtual
machines may be implemented on the same server through
the live migration so that the data transmission efficiency can
be enhanced. However, it takes a long time to move a virtual
machine to another server through the live migration. The live
migration also causes a large network load. Accordingly,
when the live migration is frequently performed within a
network involving drastic traffic changes, the load on the CPU
of each server and network will increase.
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By contrast, in the optical path setup method in accordance
with the embodiment, the optical interface device controls the
wavelength of an optical signal so that a short-cut path
between desired servers may be set up. That is, without
increasing load on the CPU of each server and the network,
the optical path setup method in accordance with the embodi-
ment improves data transmission efficiency in a short time.
Accordingly, to improve the efficiency of the transmission
between virtual machines, it is preferable that the short-cut
path in accordance with the embodiment is used prior to live
migration.

FIG. 11 is a flowchart illustrating a method for using a
short-cut path and live migration together. The processes
indicated by this flowchart are performed by the manager
system 5.

S11 to S13 are substantially the same as S1 to S3 described
with reference to FIG. 9. That is, the manager system 5
monitors the traffic of each virtual machine and detects a
virtual machine pair satisfying a specified condition.

In S14, the manager system 5 checks whether the wave-
length tunable devices (i.e., the wavelength tunable optical
transmitter 13 and the wavelength tunable filter 24) for setting
up a short-cut path between the detected virtual machines are
available. When such wavelength tunable devices are avail-
able, then, in S15, the manager system 5 sets up the short-cut
path. The method for setting up the short-cut path is similar to
theonein S5in F1G. 9, i.e., the instruction is transmitted to the
corresponding servers to set up the short-cut path.

When the wavelength tunable devices are already being
used (S14: No), the manager system 5 performs the process of
S16. In S16, the manager system 5 determines whether a
server connected via an existing short-cut path has resources
for implementing a new virtual machine. In this case, accord-
ing to, for example, the number of virtual machines already
implemented on the server, the manager system 5 determines
whether the server has resources for implementing a new
virtual machine.

When the aforementioned server has sufficient resources,
then, in S17, the manager system 5 moves the detected virtual
machine to the server connected via the existing short-cut
path by live migration. Meanwhile, when the aforementioned
server does not have sufficient resources, then, in S18, the
manager system 5 moves the detected virtual machine to a
server proximate to the server connected via the existing
short-cut path by live migration. Here, the “server proximate
to the server connected via the existing short-cut path” indi-
cates a server that has the smallest hops from the server
connected via the existing short-cut path and that has
resources for implementing a new virtual machine.

FIG. 12 and FIG. 13 illustrate examples of the process
indicated in the flowchart illustrated in FIG. 11. In the
examples, a short-cut path has already been set up for trans-
mitting data between the virtual machine VM5 implemented
on the server 6-2 and the virtual machine VM8 implemented
on the server 6-8.

In the example illustrated in FIG. 12, the manager system
5 determines that the volume of traffic between the virtual
machine VM10 implemented on the server 6-4 and the virtual
machine VM11 implemented on the server 6-7 satisfies a
specified condition. By so doing, the manager system 5
checks in S14 whether the resources of the optical interface
devices 3-4 and 3-7 are available. In the example illustrated in
FIG. 12, it is assumed that a short-cut path connected to the
optical interface device 3-4 is not set up and a short-cut path
connected to the optical interface device 3-7 is not set up at
this moment. That is, the wavelength tunable optical trans-
mitters 13 and the wavelength tunable filters 24 are available
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in both of the optical interface devices 3-4 and 3-7. In this
case, accordingly, the manager system 5 sets up, in S15, a
short-cut path connecting the optical interface devices 3-4
and 3-7. After this, the virtual machines VM10 and VM11
transmit data to each other via the newly set up short-cut path.
In this way, the optical network in accordance with the
embodiment can establish a plurality of short-cut paths simul-
taneously.

In the example illustrated in FIG. 13, the manager system
5 determines that the volume of traffic between the virtual
machine VM6 implemented on the server 6-2 and the virtual
machine VM12 implemented on the server 6-6 satisfies a
specified condition. In this case, the manager system 5 checks
in S14 whether the resources of the optical interface devices
3-2 and 3-6 are available. In FIG. 13, however, a short-cut
path is already connected to the optical interface 3-2. That is,
the optical interface device 3-2 does not have resources for
setting up a new short-cut path, and hence a short-cut path
cannot be set up between the optical interface devices 3-2 and
3-6.

In this case, the manager system 5 determines in S16 the
live migration to be performed. First, the manager system 5
detects an existing short-cut path connected to the optical
interface 3-2 corresponding to the virtual machine VM6 or the
optical interface 3-6 corresponding to the virtual machine
VM12. In this example, a short-cut path 2/8 established
between the optical interfaces 3-2 and 3-8 is detected.
Accordingly, the manager system 5 checks whether the serv-
ers connected to the short-cut path 2/8 (i.e., the servers 6-2
and 6-8) have resources for implementing a new virtual
machine.

When the server 6-2 has resources for implementing a new
virtual machine, the manager system 5 moves the virtual
machine VN12 from the server 6-6 to the server 6-2 by live
migration. In this case, the virtual machines VM6 and VM12
are operated on the same server so that data is transmitted and
received without the optical switch 2.

When the server 6-2 does not have resources for imple-
menting a new virtual machine and the server 6-8 has
resources for implementing a new virtual machine, the man-
ager system 5 moves the virtual machine VM12 from the
server 6-6 to the server 6-8 by live migration. In this case, data
is transmitted between the virtual machines VM6 and VM12
via the short-cut path 2/8 with one hop, thereby improving the
transmission efficiency.

When neither the server 6-2 nor the server 6-8 has
resources for implementing a new virtual machine, the man-
ager system 5 searches for a server that is one-hop connected
to the servers 6-2 or 6-8 and that has resources for implement-
ing a new virtual machine. When such a server is found, the
manager system 5 moves the virtual machine VM12 from the
server 6-6 to this found server by live migration. In the
example illustrated in FIG. 13, the virtual machine VM12
moves to the server 6-3. Alternatively, the virtual machine
VM12 may move to a server one-hop connected to the server
6-8 (e.g., the server 6-7). In this case, data is transmitted
between the virtual machines VM6 and VM12 via the fixed
wavelength path between the optical interface devices 3-7 and
3-8 and the short-cut path 2/8 between the optical interface
devices 3-2 and 3-8. That is, data is transmitted between the
virtual machines VM6 and VM12 via two hops. In this case,
the setting of the virtual switch 31 of the server 6-8 is updated
so that data to be transmitted between the virtual machines
VM6 and VM12 is transmitted via the short-cut path 2/8.

As described above, in the embodiments illustrated in
FIGS. 11 to 13, when virtual machines having a high corre-
lation with each other are detected on different physical serv-
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ers, setting up of a short-cut path is performed prior to live
migration. However, the priority between the live migration
and setting up of a short-cut path may be determined in
accordance with the communication environment. As an
example, in an environment involving drastic traffic changes,
setting up of a short-cut path may be preferentially per-
formed. In an environment involving small traffic changes,
the live migration may be preferentially performed.

<Other Configurations>

In the aforementioned embodiments, an optical interface
device is provided for each physical server. By contrast, in the
configuration illustrated in FIG. 14, an optical interface
device is provided for each server system. That is, the optical
interface devices 3-1 to 3-8 are respectively provided for
server systems 7-1 to 7-8. Each of the server systems 7-1 to
7-8 is a server rack accommodating one or more physical
servers (PSVs). Each of the server systems 7-1 to 7-8 has a
Top-of-Rack switch (ToR-SW) 32 which aggregates the traf-
fic of one or more physical servers. The Top-of-Rack switch
32 may be achieved by a virtual switch.

The configurations and operations of the optical interface
devices 3-1 to 3-8 in FIG. 14 are substantially the same as
those in the aforementioned embodiments. However, the
manager system 5 may set up a short-cut path according to the
traffic between physical servers.

In the aforementioned embodiments, the optical network 1
connects the plurality of servers 6-1 to 6-8. In the configura-
tion illustrated in FIG. 15, the server 6-8 is replaced with an
electrical switch 8. The electrical switch 8 is, for example, a
router, and connects the servers 6-1 to 6-7 to an external
network. The external network is, for example, the internet.

The configuration and operation of the optical interface
device 3-8 provided for the electrical switch 8 are substan-
tially the same as those of the other optical interface devices
3-1to 3-7. Accordingly, when there is a large volume of traffic
between a certain server and the external network, a short-cut
path is set up for transmitting data between the electrical
switch 8 and this certain server.

In the configuration illustrated in FIG. 15, the servers 6-1,
6-2, and so on may be replaced with the server systems 7-1,
7-2, and so on illustrated in FIG. 14. In this case, the server
systems 7-1, 7-2, and so on are connected to the external
network via the electrical switch 8.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiment(s) of the
present inventions has(have) been described in detail, it
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the invention.

What is claimed is:

1. An optical network comprising:

an optical switch, that has a plurality of input ports and a
plurality of output ports, to guide an input optical signal
to an output port corresponding to a combination of an
input port at which the input optical signal has reached
and a wavelength of the input optical signal;

a plurality of optical interface devices provided respec-
tively for a plurality of servers and connected to the
optical switch; and

amanager to manage communication traffic of the plurality
of servers, wherein



US 9,166,724 B2

17

each of the optical interface devices includes a fixed-wave-
length optical transmitter and a wavelength tunable opti-
cal transmitter,

a first optical path is set up via the optical switch by using
the fixed-wavelength optical transmitters of the plurality
of optical interface devices,

the manager identifies first and second optical interface
devices from among the plurality of optical interface
devices in accordance with the communication traffic of
the plurality of servers,

a second optical path is set up between the first and second
optical interface devices via the optical switch by using
the wavelength tunable optical transmitters of the first
and second optical interface devices,

the first optical interface device controls the transmission
wavelength of the wavelength tunable optical transmit-
ter to be a first wavelength assigned to an optical path
directed from the first optical interface device to the
second optical interface device in the optical switch, and

the second optical interface device controls the transmis-
sion wavelength of the wavelength tunable optical trans-
mitter to be a second wavelength assigned to an optical
path directed from the second optical interface device to
the first optical interface device in the optical switch.

2. The optical network according to claim 1, wherein

the manager generates a wavelength selection instruction
for setting up the second optical path, and

the first and second optical interface devices respectively
control a transmission wavelength of the wavelength
tunable optical transmitter in accordance with the wave-
length selection instruction.

3. The optical network according to claim 1, wherein

each of the optical interface devices further includes a
wavelength tunable optical receiver,

the first optical interface device controls a reception wave-
length of the wavelength tunable optical receiver to be
the second wavelength, and

the second optical interface device controls the reception
wavelength of the wavelength tunable optical receiver to
be the first wavelength.

4. The optical network according to claim 1, wherein

the manager identifies the first and second optical interface
devices in accordance with traffic of a virtual machine
implemented on the servers.

5. The optical network according to claim 4, wherein

the manager detects first and second virtual machines,
where a bandwidth of a traffic from the first virtual
machine to the second virtual machine and a bandwidth
of a traffic from the second virtual machine to the first
virtual machine being substantially the same, by moni-
toring a characteristic of traffic of the virtual machine,
identifies an optical interface device provided for a
server on which the first virtual machine is operated as
the first optical interface device, and identifies an optical
interface device provided for a server on which the sec-
ond virtual machine is operated as the second optical
interface device.

6. The optical network according to claim 4, wherein

when traffic between a first virtual machine implemented
on the first server and a second virtual machine imple-
mented on the second server satisfies a specified condi-
tion and the wavelength tunable optical transmitter of at
least one of the optical interface device provided for the
first server and the optical interface device provided for
the second server is used, the manager moves the first
virtual machine to a server other than the first server.
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7. The optical network according to claim 1, wherein each

of the servers includes one or more physical servers.

8. An optical network comprising an optical switch having

a plurality of input ports and a plurality of output ports, a
plurality of optical interface devices connected to the optical
switch, and a manager that manages communication traffic,
wherein

the optical switch is configured to guide an input optical
signal to an output port corresponding to a combination
of an input port at which the input optical signal has
reached and a wavelength of the input optical signal,

an electrical switch is provided for one of the plurality of
optical interface devices, and a server is provided for
each of the other of the plurality of optical interface
devices,

the electrical switch connects the server to a network out-
side the optical network,

each optical interface device includes a fixed-wavelength
optical transmitter and a wavelength tunable optical
transmitter,

a first optical path is set up via the optical switch by using
the fixed-wavelength optical transmitters of the plurality
of optical interface devices,

the manager identifies first and second optical interface
devices from among the plurality of optical interface
devices in accordance with the communication traffic of
the plurality of servers,

a second optical path is set up between the first and second
optical interface devices via the optical switch by using
the wavelength tunable optical transmitters of first and
second optical interface devices,

the first optical interface device controls the transmission
wavelength of the wavelength tunable optical transmit-
ter to be a first wavelength assigned to an optical path
directed from the first optical interface device to the
second optical interface device in the optical switch, and

the second optical interface device controls the transmis-
sion wavelength of the wavelength tunable optical trans-
mitter to be a second wavelength assigned to an optical
path directed from the second optical interface device to
the first optical interface device in the optical switch.

9. An optical path setup method to set up an optical path by

using: an optical switch having a plurality of input ports and
a plurality of output ports; and a plurality of optical interface
devices provided respectively for a plurality of servers and
connected to the optical switch, wherein the optical switch
guides an input optical signal to an output port corresponding
to a combination of an input port at which the input optical
signal has reached and a wavelength of the input optical
signal, the method comprises:

setting up a first optical path via the optical switch by using
fixed-wavelength optical transmitters of the plurality of
optical interface devices; and

setting up a second optical path between first and second
optical interface devices via the optical switch by using
a wavelength tunable optical transmitter of at least one
of first and second optical interface devices identified
from among the plurality of optical interface devices in
accordance with communication traffic of the plurality
of servers, wherein

the first optical interface device controls the transmission
wavelength of the wavelength tunable optical transmit-
ter to be a first wavelength assigned to an optical path
directed from the first optical interface device to the
second optical interface device in the optical switch, and

the second optical interface device controls the transmis-
sion wavelength of the wavelength tunable optical trans-
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mitter to be a second wavelength assigned to an optical
path directed from the second optical interface device to
the first optical interface device in the optical switch.
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